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ABSTRACT
Active screening is a common approach in controlling the spread

of recurring infectious diseases such as tuberculosis and influenza.

In this approach, health workers periodically select a subset of pop-

ulation for screening. However, given the limited number of health

workers, only a small subset of the population can be visited in any

given time period. Given the recurrent nature of the disease and

rapid spreading, the goal is to minimize the number of infections

over a long time horizon. Active screening can be formalized as a

sequential combinatorial optimization over the network of people

and their connections. The main computational challenges in this

formalization arise from i) the combinatorial nature of the problem,

ii) the need of sequential planning and iii) the uncertainties in the

infectiousness states of the population.

Previous works on active screening fail to scale to large time

horizon while fully considering the future effect of current interven-

tions. In this paper, we propose a novel reinforcement learning (RL)

approach based on Deep Q-Networks (DQN), with several innova-

tive adaptations that are designed to address the above challenges.

First, we use graph convolutional networks (GCNs) to represent the

Q-function that exploit the node correlations of the underlying con-

tact network. Second, to avoid solving a combinatorial optimization

problem in each time period, we decompose the node set selection

as a sub-sequence of decisions, and further design a two-level RL

framework that solves the problem in a hierarchical way. Finally,

to speed-up the slow convergence of RL which arises from reward

sparseness, we incorporate ideas from curriculum learning into our

hierarchical RL approach. We evaluate our RL algorithm on several

real-world networks. Results show that our RL algorithm can scale

up to 10 times the problem size of state-of-the-art (the variant that

considers the effect of future interventions but un-scalable) in terms

of planning time horizon. Meanwhile, it outperforms state-of-the-

art (the variant that scales up but does not consider the effect of

future interventions) by up to 33% in solution quality.
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1 INTRODUCTION
Active screening (or contact tracing) aims at selecting a subset of

nodes in a social network for screening, so as to prevent the spread

of transmissive diseases. It is a system used by health workers

globally to stop infectious diseases, including influenza, sexually

transmitted diseases, and tuberculosis. When an individual is tested

positive, they are marked as infected. The health worker, or contact

tracer, records who else have been exposed and marks them as

contacts or potentially infected individuals. The potentially infected

individuals might not voluntarily seek treatment and testing. In case

any of such individuals are infected, they can spread the disease

further. Active screening aims to target these individuals and slow

down the spread of the disease [13, 53].

There aremany challenges in implementing active screening [34].

First, not every individual in a social network can be screened due

to limited resources (in this case contact tracers or amount of tests

available). Therefore, for each screening round, we need to opti-

mally select a subset of nodes which is a combinatorial optimization
problem. Second, the health states of the many individuals in the

network are unknown (sans people who get tested actively or pas-

sively). Finally, the above challenges are significantly amplified

when sequential planning is involved as we need to account for the

future effects of current screening actions.

Most of the computer science literature on infectious disease

focuses on conditions leading to disease eradication, which often

relies on the assumptions such as complete knowledge of individual

health states [13, 14]. Unfortunately, such knowledge of health

states is not always available, making these approaches difficult to

apply in many real-world scenarios. Recently Ou et al. [34] address

the challenges of uncertain states and limited budget. However,

their approaches either do not scale with the planning time horizon

or fail to fully account for future actions. See Section 2 for more

details and Section 5 for comparisons with our approach.

Due to the superior performance of RL approaches in solving

long term planning problems [33, 45, 46], in this paper we propose a

novel RL approach that builds upon a powerful variant of RL called

DQN [32]. We first formulate the multi-round active screening prob-

lem as a Markov Decision Process (MDP), where the state is a vector

representing the probability of each node in the network being in-

fected, and the action is to select which subset of nodes to actively

screen. Due to the extremely high-dimensional state and action

spaces, vanilla DQN algorithms cannot be directly applied to solve

our problem efficiently. We therefore design several innovative

adaptations over vanilla DQN that fully exploit the problem struc-

ture of multi-round active screening. First, we show that the node

features in the underlying contact network are inter-correlated.

To efficiently capture the intrinsic correlations between different



nodes, we use GCNs as the function approximator to represent the

Q-function. Second, because in each time period we need to select

a subset of nodes to actively screen, this leaves vanilla DQN un-

scalable as it needs to solve a combinatorial optimization problem

in the action selection procedure. To avoid this we decompose the

node set selection problem in each time period as a sub-sequence

of decisions, and then design a novel two-level RL framework that

solves the problem in a hierarchical manner. It has two types of

agents. The primary agent works at the main sequence level and

interacts with the environment, while multiple secondary agents

work at the sub-sequence level and are responsible for generating

actions sequentially within each time period. Last, we find that the

reward signals for the secondary agents are sparse. To speed up

the slow convergence of secondary agents’ policies that arises from

the sparseness of rewards, we incorporate ideas from curriculum

learning into our algorithm. Intuitively, the algorithm warm-starts

at the beginning of training with a simpler task, which has limited

action choice and true state information. As the training goes on,

the algorithm gradually increases task difficulty by providing un-

certain state information and more action choice until the problem

becomes the same as the original active screening problem.

Our main contributions are summarized as follows. (i) We are

the first to formulate the multi-round active screening problem for

recurrent diseases as a Markov Decision Process (MDP). (ii) To solve

the formulated MDP, we propose a novel solution algorithm on the

basis of DQN, with several innovative adaptations that fully exploit

the problem structure of the formulated MDP. (iii) We conduct ex-

tensive experiments on various real-world networks with distinct

network properties to evaluate the effectiveness of our proposed

approach. The empirical results show that our approach can scale

up to 10 times the problem size of state-of-the-art (the variant that

considers the effect of future interventions but is not scalable) in

terms of planning time horizon. Meanwhile, it outperforms state-of-

the-art (the variant that scales up but does not consider the effect

of future interventions) by up to 33% in terms of the total number

of healthy people. The robustness analysis shows that it works

better than baselines even with network structure uncertainty. In-

terestingly, the policy analysis results show that compared with the

baselines, our approach does not rely on node structural importance

(e.g., degree and betweenness), and thus is fairer in the sense that

it tends to spread the screening across different nodes.

2 RELATEDWORK
Due to the close relationship between the spread of disease and the

structure of contact networks, network epidemiology models have

gained much more attention compared to homogeneous models [15,

30]. Numerous papers have studied the properties of these graph-

based models. For example, epidemic threshold of the recurrent

disease is a particular vibrant sub-discipline for recurrent disease [6,

38, 39, 56]. In these studies, the steady-state of the whole population

is analyzed, including sufficient conditions for disease eradication.

A wide range of assumptions are used in these models, spanning

from scale-free static graphs to random or even dynamic networks.

However, none of them consider human interventions.

Vaccination problem is another topic of great importance in the

network epidemiology. For non-recurrent disease, when a vaccine

exists, strategies should be developed to allocate the vaccine in the

most efficient way. Due to the economic cost of vaccination and

possible side effects, onemaywant to keep the number of vaccinated

individuals small. These methods assume the intervention offers

permanent immunity and thus focus on a one-shot action instead

of multiple rounds of actions [2, 18, 41, 42, 49, 54, 59].

For recurrent diseases, temporary quarantines, tracking or treat-

ment are often considered as alternatives in the absence of per-

manent cures like vaccines. Furthermore, these interventions are

required to be performed over several rounds given the recurrent

nature of the disease. The multi-round intervention for network epi-

demiology is first studied from a theoretical prospective [10, 11, 44].

They prove that the disease could be eradicated for a certain budget

threshold in each round under the assumption that the infectious-

ness states of all the individuals in the network are perfectly ob-

servable. In reality, such a perfect observation is often not available.

Hoffmann and Caramanis [17] analyze the impact of state uncer-

tainty, indicating even a small amount of uncertainty on state will

have a large impact on the eradication time and the budget needed.

Ou et al. [34] study the multi-round intervention with unknown

states in the context of active screening or contact tracing. They

prove the NP-hardness of the problem and provide a gradient based

algorithm with two variants. The first variant takes future actions

into account but scales poorly with the time horizon (number of

rounds) and graph size. The second variant, which does not have

the scalability issues of the first variant, does not account for future

actions. However, for rapidly spreading diseases, planning for a

long-term time horizon is an essential and important task. This is

even more important for diseases that are hard to eliminate [31].

Since Ou et al. [34] is the closest work to us, we compare our results

with them in details in Section 5.

RL has attracted a lot of interest from researchers in the machine

learning and artificial intelligence communities [33, 45, 46]. It is

an experiment-driven and mathematical framework that trains an

agent through trial and error [22, 50, 51]. With the rise of deep

learning, researchers further overcome the computational limita-

tions of traditional RL by utilizing the representation power of

deep neural networks [1, 32], such as recurrent neural networks

(RNNs) [58], convolutional neural networks (CNNs) [28] and graph

convolutional neural networks (GCNs) [27]. The early attempt of

our work can be found in [35] where standard reinforcement learn-

ing is applied yet unable to surpass Ou et al. [34]. In this work,

a novel hierarchical reinforcement learning framework that uti-

lize curriculum learning is proposed. Such approach significantly

enhance the performance not only compared to [35] but also the

previous state of the art Ou et al. [34].

Active screening in each time period is a combinatorial opti-

mization problem, an important branch of optimization with nu-

merous practical applications [16]. They are usually NP-hard and

thus polynomial-time heuristic algorithms for finding approximate

solutions are often used in practice [21]. Recent advances use deep

neural networks to learn heuristics for one time period graph com-

binatorial problems [4, 23, 26]. They have shown promising results

by combining RL with different graph embedding methods [7, 27].

For multi-round problems, Song et al. [48] use a weight sharing

technique that addresses problems with relatively small selection



budget. To the best of our knowledge, no previous work in this

thread of study has been applied to tackle active screening.

3 PROBLEM FORMULATION
In this work, we focus on a sequential decision making problem

with a large time horizon, where in each round (time step) we aim

to optimally select which individuals in a social network to actively

screen, so that the expected number of un-infected individuals over

the time horizon is maximized.

3.1 Problem Background
The environment we consider is based on the well-known network

(Susceptible-Infected-Susceptible) SIS model. SIS models capture

the dynamics of recurrent diseases, where permanent immunity is

not possible. We adopt a discrete-time SIS model for modeling the

disease dynamics propagating on a given graph
1
, where each node

represents an individual, and each edge indicates the link between

individuals in which disease can spread.

Disease model: Given a graph 𝐺 = (𝑉 , 𝐸), each node 𝑣 ∈ 𝑉 in the

discrete-time SISmodel can be in either of the two states, susceptible

(𝑆) or infected (𝐼 ). In each time step (or round) 𝑡 , similar to the

independent cascade model [25], each node in 𝐼 state may infect

its neighboring nodes that are in 𝑆 state with a fixed probability

𝛽 . Each infected node may also be cured and become susceptible

again with a fixed probability 𝛾 . This represents the probability of

a node going for a passive screening, which means that the case is

discovered while the individual voluntarily visits a health facility.

We denote the true infectiousness state of a given node 𝑣 at time

𝑡 as x𝑣𝑡 . This true state is assumed to be unknown and the contact

network is assumed to be known to the health workers.
2

Intervention model: We wish to automatically train an active

screening agent to learn a policy that controls the spread of dis-

ease. The intervention we consider involves multi-rounds of ac-

tive screening over a time horizon of 𝑇 days. In each time step

𝑡 = 0, . . . ,𝑇 we have a budget of 𝑘 health workers that can visit and

actively screen a set of nodes denoted as a𝑡 ⊆ 𝑉 . In real world, there

are some people that visit health facilities voluntarily without the

active intervention from the health workers. Tomodel such observa-

tions, we assume the nodes which turn from 𝐼 to 𝑆 state are observed

by the health workers at the start of each round. We denote such set

as o𝑡 ⊆ 𝑉 . After knowing this information, the agent will select the

set of nodes a𝑡 to screen under the budget constraint 𝑘 . After being

screened, the infected patients recover back to the susceptible state,

while individuals in the susceptible state remain susceptible. The

process repeats until the given time horizon ends. The goal is to

maximize the accumulated number of un-infected patients across

time, which can be written as 𝑅 = Σ𝑇
𝑡=0

Σ𝑣∈𝑉1x𝑣𝑡 =𝑆 with 1 being the

indicator function. The multi-round active screening is essentially

a sequential decision making problem with combinatorial actions

in each time step.

3.2 Markov Decision Process Formulation
We start by formulating the active screening problem as a MDP.

1
We use network and graph interchangeably to denote social networks.

2
We will also show empirically in Sec. 5 how our algorithm works when the contact

network is unknown.

States: The hidden state of our problem is the combinatorial health

state of each individual node which is partially observable. To repre-

sent the observation uncertainty in the current state, we follow Ou

et al. [34] by defining a belief state 𝑏𝑣 for every node 𝑣 , which can

be interpreted as the approximate probabilities of each node being

infected. See Appendix A for the details.

Actions: Given the current state, the agent can choose any subset

of nodes 𝐶 ⊆ 𝑉 , |𝐶 | ≤ 𝑘 to screen. The size of the action space is(𝑉 \o𝑡
𝑘

)
at each round, where o𝑡 is the set of nodes that are passively

screened (so there is no advantage in actively screening them).

Rewards: The objective of the active screening problem is to

maximize the accumulated number of susceptible nodes. It is natural

to consider the step wise reward signal as number of susceptible

nodes after the active screening, denoted as 𝑟𝑡 = Σ𝑣∈𝑉1x𝑣𝑡 =𝑆 . Since
every infected individual has a fixed probability 𝛾 of being observed

by the agent, the step wise reward can be easily estimated.

Transitions: In belief of the health states, screened or observed

nodes (𝑣 ∈ o𝑡 ∪a𝑡 ) are updated by their ground truth values and the
remaining nodes are updated by inferring their posterior probabili-

ties. The key to state transition is the update of belief state, which

is defined following [34]. We refer to Appendix A for the detailed

description of belief state update. We also refer to Appendix B for

a summary of notations.

4 METHODOLOGY
Despite a well defined MDP, it is extremely challenging to solve

it due to various reasons. One of the main challenges is that both

state space and action space we are facing are high-dimensional.

For the state space, even when the true state is available, there are

a total of 2
|𝑉 |

possible states. When uncertainty is involved, the

state values are continuous and therefore the number of states is

infinitely large. Furthermore, the states of individual nodes are not

independent from each other, but are correlated due to potential

contacts from the network. For the action space, in each time period

we need to choose a combination (subset) of nodes from the entire

network. For a reasonably large network, this combinatorial action

space grows exponentially with respect to the screening budget

𝑘 , and becomes intractable as 𝑘 typically scales as the graph size

grows. In the following we show how these challenges are handled

in our approach. A summary of notations related to the algorithm

is included in Appendix B.

4.1 Basics of DQN
Due to the superior performance of RL algorithms in solving large

scale MDPs [33, 45, 46], we adopt RL as the basis of our solution.

More specifically, the backbone of our approach is a hierarchical RL

algorithm based on DQN. In this sub-section, we first introduce the

basics of RL and DQN, following which we then describe several

ideas that further adapt DQN to our formulated problem. We need

to emphasize that we do not claim novelty in each of the adaptions,

but instead the novelty lies in the innovative way of combining the

ideas into solving the particular problem of interest.

RL is a learning frameworkwhere agents learn to perform actions

in an environment so as to maximize a certain objective. The two

underlying components of RL are the environment, which is defined

as the MDP in this paper, and the agent, which represents the



learning algorithm. At each time step 𝑡 , the agent takes an action
based on its policy 𝜋 (a𝑡 |s𝑡 ), where s𝑡 and a𝑡 are respectively the

state and action of the MDP defined above. The agent then interacts

with the environment with the selected action and the environment

returns a reward 𝑟𝑡 for that action as well as the state s𝑡+1 of the

next time step. Q-learning [57] is a value-based RL approach that is

based on the notion of Q-function (i.e., state-action value function).

The Q-function measures the expectation of accumulated rewards

of an action a𝑡 given state s𝑡 . In the training phase of Q-learning,

the policy usually exploits the action with the highest Q-value

with a high probability 1 − 𝜀, and explores random actions with

a small probability 𝜀. The Q-function is typically estimated using

the Bellman equation: 𝑄𝑖+1 (s𝑡 , a𝑡 ) = 𝑟𝑡 + 𝛼 maxa𝑡+1 𝑄
𝑖 (s𝑡+1, a𝑡+1),

where 𝑖 indicates the training iteration and 𝛼 is the discount factor.

DQN [32] improves Q-learning by representing it using deep neural

networks, together with other techniques like experience replay

over a number of episodes (E), which basically stores the historical

training trajectories in a “replay buffer” and updates the Q-function

by minimizing the loss function (𝑦 −𝑄 (𝑠, 𝑎))2 with batch data from

the replay buffer using gradient descent algorithms. Here 𝑦 is the

“target” which is estimated using the above Bellman equation (a

technique usually called Temporal Difference learning), and𝑄 (𝑠, 𝑎)
is directly obtained by feeding 𝑠 and 𝑎 to the Q-function.

4.2 GCN-based Function Approximator
With the deep neural networks based function approximator, DQN

addresses the exponentially large and continuous state space in our

formulated MDP. However, one shortcoming of such a function

approximator is that it does not capture the intrinsic correlations

between node features. Intuitively, the infectious statuses of linked

nodes in a social network are inter-dependent.

Graph convolutional neural networks (GCNs) [27] embed the

graph structure itself into its network directly, and thus have supe-

rior performance on graph type inputs. Each layer of GCN is given

by z𝑙+1 = 𝜎 (D−
1

2 AD
1

2 z𝑙W), in which z𝑙 is the input of 𝑙-th layer, D
is the diagonal node-degree matrix that normalizes the adjacency

matrixA,W is the trainable weight matrix and 𝜎 (·) is the activation
function. The convolutional layers in GCNs can facilitate the nature

of message passing and automatically aggregate the information

from neighboring nodes. Such message passing is similar to the

infection spread in our epidemic model. The advantage of using

GCNs is that we do not need the hand-crafted graph features to

represent the information about the graph structure such as the

node degrees or eigenvalue of adjacency matrix [29]. Inspired by

recent advances that combine the power of RL and GCNs-based

deep function approximators [24, 26, 40], we use GCNs in this paper

to represent the Q-function.

Our adaptation of the GCNs takes the belief state as input. The

action and observation can be naturally encoded in the belief state

as we can update the corresponding elements in the belief state

vector to their true state. Thus we do not need to encode them as

additional features.We thus combine the observation with the graph

structure that is represented as the adjacency matrix A to our state

representation in a very structured way. The GCNs learn the under-

lying graph embedding and automatically form the representation

and output the Q-value estimation for our RL agent.

4.3 Sequence of Sequence Framework
In addition to the challenges that arise from the high-dimensional

and graph-structured state space, as described previously, another

challenge is the combinatorial action space in each time step of

screening. To address this challenge, we propose a hierarchical RL

approach by re-formulating each time step in the original MDP

as a sub-sequence of decisions by itself. We call this framework

sequence of sequence (SOS). We refer to the original multi-rounds

of active screening as time sequence. Correspondingly, we refer to
the sub-sequence problem of selecting 𝑘 nodes in each round as the

budget sequence. In each of the budget sequence, we are solving a

separate sequential decision making problem with a final reward

𝑅𝑡 , a finite time horizon of 𝑘 , and an action space𝑉 \ o𝑡 whose size
is equal to the network size.

The SOS framework allows for a tractable action space which

can be used by an RL algorithm. However, two additional issues

arise in such conversion of the action space. First, although the

states and actions are well represented by GCNs, the algorithm does

not take into account the remaining budget at the budget sequence.

In fact, the policies should be very different when there is plenty

of budget left versus little budget left. Intuitively, this is because

the actions taken when there is more budget left should consider

more about its future effect, while actions taken when there is

less budget left tend to be more myopic. Therefore, a single-agent

framework in the budget sequence, which treats all states equally

for different remaining budget, usually does not work well. Second,

by introducing the SOS framework, only the final step in the 𝑘

budget-steps for the budget sequence gets a reward signal. The

sparseness of reward is known to slow the convergence of RL [19].

Therefore distributing the reward 𝑅𝑡 to each action in the budget

sequence for proper reward signaling is a non-trivial task.

4.4 Primary and Secondary Agents
Inspired by hierarchical RL [8, 9, 37, 52], we propose a multi-agent

RL approach with a two-level structure that manages the time and

budget sequences in a hierarchical way. The overall flow of the

two-level structure is depicted in Fig. 1. The idea is to capture the

remaining budget information by having 𝑘 secondary agents, where

each secondary agent maintains a policy for a different remaining

budget value.
3
The primary agent, as shown in Algorithm 1, man-

ages the time period reward signal in a given time step of the time

sequence. The reward signal acts as the secondary agents’ total re-

ward in the budget sequence and is distributed over the 𝑘 secondary

agents. In the following, we use superscripts 𝐼 and 𝐼 𝐼 to distinguish

concepts that correspond to the primary and secondary agents.

Primary Agent In the time sequence, the primary agent works as

follows. First, it receives the combinatorial action and the secondary

agents’ memories that store the trajectories from the secondary

agents (line 6). Passing this action to the environment, it receives

the observation and reward (line 7). It then handles the new state

representation of the next time step (lines 9 and 10). Finally, it

updates both primary and secondary agents’ memories (M𝐼
and

M𝐼 𝐼
) (lines 11 and 12). Each element ofM𝐼

andM𝐼 𝐼
is basically

3
An alternative is to train a single agent and encode the remaining budget information

directly as part of the state. However, we show via ablation study in Appendix C that

this leads to sub-optimal solution quality.
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Figure 1: The overall flow of one round decision making in a budget sequence using our two-level RL structure. The top row
depicts the environment, the second row is the workflow of the primary agent, and the third row is the workflow of the 𝑘

secondary agents. The primary agent starts by observing the initial state of the environment. It then updates the belief of the
state. The belief state is passed down to the first secondary agent, which then evaluates the value of each feasible node action
using its own Q network and decides which node to select. The successive secondary agents work sequentially until the 𝑘-th
secondary agent, i.e., when budget 𝑘 is spent. The selected actions are collected to get the final action set a𝐼𝑡 which is uploaded
to the primary agent. The primary agent then interacts with the environment using this action and gets reward signals.

a tuple of state, action, next state and rewards that will be used

to train the primary and secondary agents’ Q-functions. Note that

the state of the secondary agents is slightly different from that of

the primary agent, which will be explained in the next paragraph.

These memories are used to update the GCN-based Q-functions

by minimizing the loss function (𝑦 − 𝑄 (𝑠, 𝑎))2 through gradient

descent (lines 16 and 17), where 𝑦 is the target. At each time step 𝑡 ,

the target of each agent is given by:

𝑦𝐼 =𝑟 𝐼𝑡 + 𝛼𝑄𝐼 (s𝐼𝑡+1, a
𝐼
𝑡+1), (1)

𝑦𝐼 𝐼𝑖 =𝑟 𝐼 𝐼𝑖 + 𝛼𝑄
𝐼 𝐼
𝑖+1 (s

𝐼 𝐼
𝑖 , 𝑎

𝐼 𝐼
𝑖+1) for 𝑖 = 1, . . . , 𝑘 − 1, (2)

𝑦𝐼 𝐼
𝑘

=𝑟 𝐼 𝐼
𝑘
+ 𝛼𝑄𝐼 (s𝐼𝑡+1, 𝑎

𝐼
𝑡+1). (3)

Note that in lines 5 and 8, the belief state and reward are obtained

using the idea of curriculum learning that mitigates the reward

sparseness issue for the secondary agents. We will elaborate this

idea in the next subsection.

Secondary Agents As for the budget sequence, instead of training
a single agent and performing a batch selection of nodes, we train 𝑘

secondary agents to handle each budget sequentially. As described

above, the purpose of doing so is to differentiate secondary agents

who know there is plenty of budget left and those who know there

is little budget left, so they could learn different policies. The state

s𝐼 𝐼
𝑖

of a secondary agent 𝑖 is obtained by encoding the primary

agent’s action (i.e., the set of nodes selected so far) taken upon the

state of the previous budget step. The action 𝑎𝐼 𝐼
𝑖
for each secondary

agent 𝑖 is to choose one node to add to the primary agent’s action

set a𝐼 . a𝐼 is initialized as an empty set (in line 1) and will be updated

by appending actions from each secondary agent. In the for loop

that represents a budget sequence (from line 3 to line 8), each

Algorithm 1 Primary Agent

1: for 𝑒𝑝𝑖𝑠𝑜𝑑𝑒𝑠 = 1, ..., E do
2: Initialize and acquire initial belief (b0) and observation (o0)

3: s𝐼
0
← Graph Embeding(A, b0)

4: for 𝑡 ∈ 0, ...,𝑇 do
5:

˜b𝑡 ← Curriculum Belief Transform(𝜏, b𝑡 )
6: a𝐼𝑡 ,𝑚

𝐼 𝐼 ← Secondary Agent( ˜b𝑡 , 𝑄𝐼 )
7: o𝑡+1, 𝑟 𝐼𝑡 ← Environment(a𝐼𝑡 )
8: 𝑟 𝐼𝑡 ← Curriculum Reward Transform(𝜏, 𝑟 𝐼𝑡 )
9: b𝑡+1 ← Belief Update(b𝑡 , o𝑡 , a𝐼𝑡 )
10: s𝐼

𝑡+1 ← Graph Embeding(A, b𝑡+1)
11: M𝐼 ←M𝐼 ∪

{
(s𝐼𝑡 , a𝐼𝑡 , 𝑟 𝐼𝑡 , s𝐼𝑡+1)

}
12: M𝐼 𝐼 ←M𝐼 𝐼 ∪𝑚𝐼 𝐼

13: end for
14: Decrease 𝜏

15: end for
16: Fit 𝑄𝐼with regressor net usingM𝐼

17: Fit 𝑄𝐼 𝐼
0
...𝑄𝐼 𝐼

𝑘−1
with regressor nets using correspondingM𝐼 𝐼

secondary agent 𝑖 will select the action 𝑎𝐼 𝐼
𝑖
that maximizes its Q-

function 𝑄𝐼 𝐼
𝑖
(𝑠𝐼 𝐼
𝑖
, 𝑎𝐼 𝐼

𝑖
) and add it to the primary agent’s action set

a𝐼 (lines 4 and 5). After that, it receives the reward in line 6, which

is obtained from the primary agent (as a proxy) in a temporal

difference learning manner. Next, the secondary agent will encode

the primary agent’s action a𝐼 (i.e., the set of nodes selected so far)

into its current state s𝐼 𝐼
𝑖
, which is used as next state s𝐼 𝐼

𝑖+1 and pass

this information to the next secondary agent (line 7). Finally, it

stores the above information as memory, so it can be used later to



update the Q-functions in Equations (1)- (3). For extremely large

graphs, we reduce the memory and computation time by assigning

fewer than 𝑘 secondary agents, where each secondary agent is

responsible for a portion of the budget instead. For example, for

a budget of 20, if we assign 10 secondary agents, each secondary

agent needs to select 20/10 = 2 nodes at a time.

Algorithm 2 Secondary Agents

1: a𝐼 ,𝑚𝐼 𝐼
1
...𝑚𝐼 𝐼

𝑘
← ∅

2: s𝐼 𝐼
0
← Encoding(s𝐼 , a𝐼 )

3: for 𝑖 ∈ 1, ..., 𝑘 do
4: 𝑎𝐼 𝐼

𝑖
← arg max𝑄𝐼 𝐼

𝑖
(𝑠𝐼 𝐼
𝑖
, 𝑎𝐼 𝐼

𝑖
)

5: a𝐼 ← a𝐼 ∪ 𝑎𝐼 𝐼
𝑖

6: r𝐼 𝐼
𝑖
← 𝑄𝐼 (s𝐼 , a𝐼 ) −𝑄𝐼 (s𝐼 , a𝐼 \ 𝑎𝐼 𝐼

𝑖
)

7: s𝐼 𝐼
𝑖+1 ← Encoding(s𝐼 , a𝐼 )

8: 𝑚𝐼 𝐼
𝑖
←𝑚𝐼 𝐼

𝑖
∪
{
(s𝐼 𝐼
𝑖
, 𝑎𝐼 𝐼

𝑖
, r𝐼 𝐼
𝑖
, s𝐼 𝐼
𝑖+1)

}
9: end for
10: return a𝐼 ,𝑚𝐼 𝐼

4.5 Curriculum Learning
As discussed earlier, a major issue with the two-level framework

is the sparseness of rewards for the secondary agents. Inspired by

curriculum learning [5], we address this by incrementally increasing

the complexity of the learning tasks for the secondary agents. This

is called Curriculum Transformation in lines 5 and 8 in Algorithm 1

and is described as the following equations:

˜b𝑡 =𝜏x𝑡 + (1 − 𝜏)b𝑡 , (4)

𝑟 𝐼𝑡 =𝜏𝑟𝑡 + (1 − 𝜏)𝑟 𝐼𝑡 , (5)

where
˜b𝑡 and r̃𝐼𝑡 are respectively the belief state and reward of

the primary agent (used to update the target values for both the

primary and secondary agents) after curriculum transformation. 𝜏

is an auxiliary coefficient that gradually decreases from 1 to 0 in

the first few epochs of training. It adjusts task difficulties from a

relatively easier problem (𝜏 = 1) to the original problem (𝜏 = 0).

At the early stage of training (𝜏 = 1), we warm up the learning by

feeding the algorithm with the true state information x𝑡 (Eq. (4)).
Moreover (Eq. (5)), we set the reward to be 𝑟𝑡 =

∑
𝑣∈a𝐼𝑡

1𝑏𝑣𝑡 =𝑆
,

which means the total number of infected nodes in the action set a𝐼𝑡 ,
instead of in the total number of susceptible nodes 𝑆 . In this way,

the algorithm learns to greedily cure nodes that are infected. As

the training continues, decreasing the auxiliary coefficient 𝜏 takes

two effects. First, it gradually removes the true state information.

It is worth noting that the true state is only used in warming up

the training, and is not used during testing. Second, it shifts the

reward from being constrained in the set of infected nodes to the

true reward, and explores potentially more optimal actions outside

the set of infected nodes. When 𝜏 is 0, the belief and reward become

identical to the original problem (
˜b𝑡 = b𝑡 and 𝑟 𝐼𝑡 = 𝑟 𝐼𝑡 ).

5 EXPERIMENTS
Datasets We evaluate the effectiveness of our proposed approach

on different real-world contact networks. These datasets are open-

sourced and are also used in Ou et al. [34] which is the closest related

work to ours. The nodes in each of these networks represent human

individuals, the edges represent different forms of contact. We next

provide a brief description for each of the datasets. (i)Hospital [55]:
A contact network collected by wearable devices in a university

hospital. A link is built if close range interactions with long enough

duration is detected. (ii) India [3]: A network collected from one of

the villages in India by households surveying. The edges represent

the real world social contact. (iii) Face-to-face [20]: A network de-

scribing face-to-face behavior during the exhibition “INFECTIOUS:

STAY AWAY” in 2009 at the Science Gallery in Dublin. The net-

work simulates the close contact of individuals that influenza might

spread through. (iv) Flu [43]: A network of close proximity inter-

actions in an American high school sampled in an ordinary day.

The network is collected using wireless sensor network technology.

An edge is built for close physical proximity. (v) Irvine [36]: A

network collected from an online student community in UC Irvine

to analyze spread of information or rumour using epidemic mod-

els. The edges represent the communication over online messages.

These networks display diversity as captured by parameters such

as network size |𝑉 |, spectral radius 1/𝜆∗
𝐴
, average degree 𝑑 , average

shortest path length 𝜌𝐿 and assortativity 𝜌𝐷 as depicted in Table 2.

Table 1: Properties of the contact network datasets.

Network |𝑉 | 1

𝜆∗
𝐴

𝑑 𝜌𝐿 𝜌𝐷

Hospital [55] 75 0.027 30.37 1.60 -0.18

India [3] 202 0.095 6.85 3.11 0.02

Face-to-face [20] 410 0.042 13.49 3.63 0.23

Flu [43] 788 0.003 300.23 1.62 0.05

Irvine [36] 1899 0.021 14.57 3.06 -0.18

Experimental setting In all experiments, we fix the passive screen-

ing rate 𝛾 to 0.05. Due the the high diversity of the networks, it

is difficult to find one fixed transmission rate 𝛽 that is suitable for

every network. A fixed transmission rate is either too high for the

dense networks so that the whole network will become infected no

matter what policy is deployed, or too low for the sparse networks

so that the disease will be eradicated without any intervention.

We thus adjust the transmission rate according to the density of

the network. Specifically, we adjust 𝛽 based on the spectral radius

1/𝜆∗
𝐴
, also known as the epidemic threshold, where 𝜆∗

𝐴
is the largest

eigenvalue of the network adjacency matrix. If there are no addi-

tional interventions, the disease will not be eradicated eventually if

and only if 𝛽 > 𝛾/𝜆∗
𝐴
[56]. We set 𝛽 = 10𝛾/𝜆∗

𝐴
, which is 10 times

the value corresponding to the epidemic threshold. We further set

𝑘 = 0.1|𝑉 | for the active screening budget in each time period.

Finally, we set the total time horizon to 𝑇 = 100. All the results

presented are averaged over 30 trials. For our RL approach, we set

the future discount factor 𝛼 to 0.98, exploration probability in the

epsilon greedy approach is 0.1 and the learning rate is 0.005. We

trained the RL agents for 100 episodes for 100 iterations of refits.



Table 2: Average improvement of different algorithms. Full-
REMEDY does not scale to 𝑇 = 100. Thus its results are not
included. The numbers in the brackets are improvements
over the best alternative Fast-REMEDY.

Network

Reduction in infections compared with no intervention

Eigenvalue Max-Degree Random Fast-REMEDY RL

Hospital 1019±99 1015±131 2344±136 3837±340 4196±416 (9.4%)
India 2668±258 3115±292 6388±259 10033±518 11270±501 (12.3%)
Face-to-face 4225±211 4705±219 8948±173 9919±499 13283±301 (33.9%)
Flu 7706±190 7725±203 9636±163 10298±460 11743±503 (14.0%)
Irvine 48490±298 49163±378 42277±270 53159±673 65128±781 (22.5%)

The memory capacity of the relay buffer is set to 5000 tuples for

each agent. We used the sigmoid activation function. There are

four layers of sizes 8,16,8 and 32. For all graphs except the largest

one, the training finishes within 3 hours on a laptop with 6 cores,

2.60 GHz intel CPU, and 16 GB RAM. For the largest graph, Irvine
network, it takes about one day to finish on the same laptop and is

significantly shortened after using an HPC.
4

BaselinesWe simply call our approach RL. The baselines we are

testing against are (i) Eigenvalue (greedily choosing nodes that

decrease the largest eigenvalue of the remaining sub-graph after

removal until the budget is exhausted), (ii) MaxDegree (choosing 𝑘
nodes with the largest degrees), (iii) Random (randomly selecting

nodes), (iv) Full-REMEDY (the algorithm in [34] that is un-scalable

to large time horizons) and (v) Fast-REMEDY (the scalable version of

Full-REMEDY that does not account for the future effect of actions).

250%

200%
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100%

50%

0%

10 20 30 40 50 60 70 80 90 100
Random MaxDegree EigenValue
Fast‐REMEDY Full‐REMEDY RL

Figure 2: The performance of each algorithm for different
time horizons in the Face-to-face network. The x-axis is the
time horizon and the y-axis is the improvement of solution
quality over no intervention.

5.1 Solution Quality
Table 2 shows the increase in average reward compared with no

intervention. We can see that our approach outperforms the state-

of-art (i.e., Fast-REMEDY ) by a margin of 9 − 33%. There are a few

observations worth noting. First, we are implementing the same

baselines on the same datasets with significantly larger time hori-

zon compared with Ou et al. [34]. The ranking of these baselines

is consistent with Ou et al. [34] that are run over a shorter time

4
Codes and Data can be found in https://bit.ly/32wtsEk

horizon of 10. Furthermore, results on Hospital and Flu show a

more significant difference as we adjust the transmission rate ac-

cording to the graph density. Second, Eigenvalue and MaxDegree
baselines perform similarly to each other when we increase the

time horizon where as in Ou et al. [34], MaxDegree clearly outper-

forms Eigenvalue when the time horizon is short. This is expected

as the Eigenvalue baseline is aimed for long term disease eradi-

cation by increasing the epidemic threshold and thus preforms

better in the long term. Finally, in Face-to-face and Irvine networks,
our approach performs significantly better compared with the best

baseline Fast-REMEDY. Interestingly, these are also the networks
where Full-REMEDY outperforms Fast-REMEDY in Ou et al. [34]. In

these networks, the algorithms can benefit more by looking ahead

compared with other networks.

5.2 Scalability Against Time Horizon
To study how well our approach scales against planning time hori-

zon compared with baselines, we conduct experiments on various

time horizons ranging from 10 − 100. Figure 2 shows the perfor-

mance on the face-to-face network for each algorithm on the y-axis

when varying the time horizon on the x-axis. Full-REMEDY does

not scale over time horizons longer than 30 even on a high per-

formance computer and our approach is in par or better with its

performance in these short time horizons. We pick face-to-face net-

work as an example and similar trends can be observed for all the

networks in Appendix D. Particularly, in the largest network Irvine,

our approach scales 10 times of that in Full-REMEDY, meanwhile

with better solution quality compared with Fast-REMEDY.
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Figure 3: The performance of each baseline for different
edge removal fractions. The x-axis indicates the improve-
ment over no intervention.

5.3 Robustness Against Structure Uncertainty
Although we assume perfect knowledge of graph structure (sans

the infectious state of the individuals), one of the main obstacles

in implementing active screening in practice is the lack of this

perfect knowledge. To evaluate how robust different methods are

against structural properties, we design and run the methods on

two models for structural uncertainty. In the first one, we assume a

constant fraction of the edges are unobserved where this fraction is

a parameter. In the second one, we assume all the edges adjacent to
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Figure 4: The performance of each baseline for different
node removal fractions. The x-axis indicates the improve-
ment over no intervention.

a constant fraction of nodes in the graph are unobserved. In both

of these models, we train our RL policy on the observed network

and measure the performance of the learned policy on the actual

network. We call these models edge and node removal, respectively.

We point out that in the first model some of the properties of

the original graph like the nodes with maximum degree are pre-

served [12]. In the second model, many of the properties of the

original network like centrality are likely to be changed [47].

Although our approach is the only learning algorithm that can

benefit from different training sub-graphs, to make fair comparison,

we train our RL policy on a single sub-graph. This is correspond-

ing to the real world scenario where partial contact information

is missing without being noticed. The results are summarized in

Figures 3 and 4, respectively. Although the performance of our

approach decays as the uncertainty increases, it still outperforms

all the other baselines. Again, we show the result of face-to-face

network as an example due to space limit. The results of the other

networks have similar trends and can be found in Appendix D.

0%

80%

60%

40%

20%

100%

Random MaxDegree Eigenvalue
Fast‐REMEDY RL

Figure 5: The node picking frequency distribution for each
algorithm, sorted from high to low.

5.4 Policy Analysis
To gain insight on the patterns of how different approaches select

nodes, we study the frequency in which each of the nodes is se-

lected. The results are summarized in Figure 5 for the Face-to-face

network. Similarly, results for other networks are in Appendix D.

Each point in x-axis represents a node, sorted by the frequency of

being picked by the corresponding algorithm. The y-axis represents

the frequency a certain node is picked by the algorithm. We sort

all the algorithm’s node picking frequency in order to show their

distribution. In this figure, Random is the fairest algorithm as it

picks each node with equal frequency, whereas MaxDegree and
Eigenvalue always pick the same set of nodes as we have a static

network. Fast-REMEDY selects the most frequently picked nodes

half of the times while almost never picks 40% of the nodes. Our RL

approach does not pick the structurally important nodes as often as

Fast-REMEDY does, which is shown in figure 6. It is less structure

dependent and tends to select a larger variety of nodes. By taking

future actions into account, it depends more on the observation

information and has a surprising side effect that outputs a fairer

policy that gives more nodes chances to be screened.
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Figure 6: Average degree & betweeness of the nodes picked.

6 CONCLUSION
We make the first attempt at addressing the multi-round active

screening problem using reinforcement learning. We formulate the

problem as a MDP with high dimensional state and action spaces,

which cannot be efficiently solved using classical RL algorithms

like DQN. We then design several innovative adaptations to vanilla

DQN, including GCN-based value function approximator that ex-

ploits the correlations of nodes, a primary-secondary agents frame-

work that decomposes the combinatorial action selection in each

time period into a sub-sequence of node selection, and a curricu-

lum learning component that addresses the sparseness of reward

for the secondary agents. Empirical results show that in terms of

solution quality, our approach outperforms the state-of-the-art Fast-
REMEDY by a margin of 9% − 33%, and works better than baselines

even with network structure uncertainty. In the largest network we

experimented which 1899 nodes, our approach is able to scale up to

a planning horizon 10 times that in state-of-the-art approach Full-
REMEDY. Interestingly, policy analysis results show that compared

with most baselines (except for Random), our approach is fairer

in the sense that it tends to spread the screening across different

nodes. For future work, we plan to incorporate uncertainty on the

graph structure in training our RL algorithms and further improve

the robustness of our approach.
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A BELIEF UPDATE
Our belief update procedure follows that of [34]. Let 𝑏𝑣𝑡 denote the

probability of node 𝑣 being 𝐼 at time step 𝑡 . Before any observation

and action happens, we initialize 𝑏𝑣
0
= 0.5. Suppose the belief of

the probabilities in previous time step before observation is 𝑏𝑣
𝑡−1

.

When the observation is received, the belief of probabilities of the

previous time step is then:

ˆ𝑏𝑣𝑡−1
=

{
1, 𝑣 ∈ o𝑡

(1−𝛾 )𝑏𝑣
𝑡−1

(1−𝑏𝑣
𝑡−1
)+(1−𝛾 )𝑏𝑣

𝑡−1

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Based on these probabilities, the probability of 𝑣 being 𝐼 in the

current time step is given by:

𝑏𝑣𝑡 =

{
0, 𝑣 ∈ o𝑡 ,
(1 −∏𝑢∈𝛿 (𝑣) (1 − 𝛽 ˆ𝑏𝑢

𝑡−1
)) (1 − ˆ𝑏𝑣

𝑡−1
) + ˆ𝑏𝑣

𝑡−1
, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(6)

in which 𝛿 (𝑣) denotes neighbor of node 𝑣 . Such probability is embed

into the GCN of both primary agent and secondary agent 0, encoded

as s𝐼 𝐼
0

= s𝐼 . Based on the output of its 𝑄 function, each worker 𝑖

will select its action 𝑎𝐼 𝐼
𝑖

and add it to the master action set a𝐼 . After
updating the current belief base on the selected action (𝑏𝑣𝑡 = 0) for

𝑣 ∈ a𝐼 , 𝑏𝑣𝑡 will be passed to and encoded by the GCN of next worker

as s𝐼 𝐼
𝑖+1. This process repeats until the last worker agent is reached.

The final 𝑏𝑣𝑡 is then used in the belief update of next time step.

B TABLE OF NOTATIONS
Table 3 shows a summary of the notations used in this paper. Note

that for simplicity, we do not distinguish between the primary and

secondary agents for concepts related to the algorithm.

Table 3: Notations for major concepts.

Symbol Description
𝐺 contact network

𝑆 susceptible state

𝐼 infectious state

𝛽 transmission probability

𝛾 cure probability

𝑡 time step

𝑇 time horizon

𝑘 screening budget for each time step

x𝑡 true state at time 𝑡 (not available in testing)

a𝑡 set of nodes actively screened (action at time 𝑡 )

o𝑡 set of self-report nodes (observation at time 𝑡 )

b𝑡 Belief state at time 𝑡

s𝑡 state representation for Q function

𝑟𝑡 step wise reward

𝑄 Q function

𝛼 future discount factor

𝜏 auxiliary coefficient for curriculum learning

𝑟𝑡 Initial step wise reward for curriculum learning

C ABLATION STUDY
To show the effectiveness of our two-level RL framework and the

curriculum learning component, we conduct an ablation study on

a sample network Face-to-face. Fig. 7 shows the ablation study

results on the Face-to-face network. We evaluate 4 settings: (i)

Single agent without curriculum learning (CL); (ii) Two-level (𝑘

agents) RL without CL; (iii) Single agent with CL and (iv) Full (i.e.,

two-level RL with CL). Note that in (i) and (iii), the remaining

budget is directly hard-coded as part of the state information to the

GCN. By comparing (i) with (iii) or comparing (ii) with (iv), we can

see that curriculum learning is critical in improving the solution

quality. On the other hand, by comparing (i) with (ii) or comparing

(iii) with (iv), we can see that the two-level primary and secondary

agents framework, which trains a different secondary agent policy,

is also improving the solution quality by a large margin. On the

contrary, hard-coding the remaining budget into the state leads to

sub-optimal solution quality.

150.00% 160.00% 170.00% 180.00% 190.00% 200.00%

Full

1 agent with CL

k agents without CL

1 agent without CL

Figure 7: Ablation study run on the Face-to-face network.
The x-axis is the percentage of improvement over no-
intervention. The y-axis denotes different variants of our
approach.

D EXPERIMENTAL RESULTS ON OTHER
NETWORKS

Figure 8 to 11 show subtracted result experiment results of Hospital,
India, Flu and Irvine network. Similar trends can be observed as in

the main text.
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Figure 8: Performance under node information removal.
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Figure 9: Node picking frequency.
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Figure 10: Performance under edge information removal.
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Figure 11: Performance under node information removal.
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